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Abstract

Uncovering algorithmic bias related to sensitive attributes is crucial.
However, understanding the underlying causes of bias is even more
important to ensure fairer outcomes. This study investigates bias
associated with Attention Deficit Hyperactivity Disorder (ADHD)
in a machine learning model predicting students’ test scores. While
fairness metrics did not reveal significant bias, potential subtle
bias indicated by variations in model performance for students
with ADHD was observed. To uncover causes of this potential
bias, we correlated SHapley Additive exPlanations (SHAP) values
with the model’s prediction errors, identifying the features most
strongly associated with increasing prediction errors. Behavioral
and self-reported survey features designed to measure students’ use
of effective learning strategies were identified as potential causes of
the model underestimating test grades for students with ADHD. Be-
havioral features had a stronger correlation between absolute SHAP
values and prediction errors (up to r = .354, p = .013) for students
with ADHD than for those without ADHD. Students with ADHD
often use unique yet effective approaches to studying in online
learning environments—approaches that may not be fully captured
by traditional measures of typical student behaviors. These insights
suggest adjusting feature design to better account for students with
ADHD and mitigate bias.
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1 Introduction

Self-regulated Learning (SRL) is a broad category of learning activi-
ties in which students learn largely on their own, which requires
students’ active use of various metacognitive strategies, such as
goal setting, self-reflection, and self-evaluation [26, 51, 75]. The
effective use of SRL skills has been shown to positively correlate
with student academic achievement [34, 54, 69]. However, students’
levels of SRL skill usage and even their approaches to engaging
in SRL can vary [15, 47]. These differences in SRL strategies are
particularly relevant for students with Attention Deficit Hyperac-
tivity Disorder (ADHD), a prevalent neurodevelopmental disorder
characterized by hyperactivity, inattention, and impulsivity [52, 64].
Neurodiversity—which encompasses diagnoses like ADHD, autism,
or dyslexia—has become a growing focus in educational inclusion,
emphasizing the importance of allowing all students to leverage
their unique strengths [20]. However, due to these symptoms asso-
ciated with ADHD, these students may employ different learning
strategies and demonstrate behavioral differences [24]. This di-
vergence also extends to how students with ADHD interact with
and use online learning platforms, which may differ from their
peers without ADHD [53]. Thus, the behavioral differences that
students with ADHD might exhibit are likely to be reflected in trace
data, which are the digital footprints of students’ interactions with
learning platforms in computer-based learning environments [17].
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These trace data are often used to engineer features related to
learning strategies (e.g., SRL skill usage) for training predictive
models. Such models include predicting students at risk of not
completing courses [29], predicting student dropout [31, 38, 68],
detecting affects [16, 30], and student performance prediction [2].
Therefore, if these predictive models fail to account for the unique
differences in learning strategies of students with ADHD, the mod-
els may produce biased predictions for this group, which could
hinder their learning experiences. For instance, if students with
ADHD receive interventions—either excessive or insufficient—due
to biases in the predictive model consistently over/underestimating
student performance, students with ADHD may have a subopti-
mal learning experience that leads to decreased learning outcomes.
Given that ADHD is linked to considerable educational challenges
[6], investigating and addressing potential biases associated with
student ADHD status within the predictive models is crucial to
ensure these students do not face additional, unnecessary educa-
tional obstacles. Given this need to account for diversity in learning
approaches within SRL strategies, our paper explores how the dif-
ference in learning behavior for students with and without ADHD
may emerge as bias in a predictive machine learning model.

Research on algorithmic bias has primarily focused on identi-
fying biases related to students’ race [32] and gender [37], with
comparatively less attention given to biases affecting students with
ADHD. These biases have largely been evaluated using traditional
statistical metrics, such as overall accuracy equality, statistical par-
ity, conditional procedure accuracy equality, and conditional use
accuracy equality [12, 13, 25]. Although these metrics offer a valu-
able quantitative assessment of biases in machine learning models,
they often fail to reveal the underlying reasons and mechanisms
driving these biases. Furthermore, if biases are not immediately
apparent—such as those not detected by fairness metrics—they may
be overlooked, despite their potential to cause the model to make
biased predictions. For instance, small biases in under- and over-
prediction might offset each other in aggregate metrics, masking
their presence. This limitation highlights the necessity of employ-
ing multiple approaches to investigate not only the existence of
potential subtle biases but also the underlying causes that may influ-
ence model outcomes. To address this need, statistical metrics can
be complemented with methods that provide insights into the inner
workings of machine learning models. This is where explainable
artificial intelligence (XAI) methods can become invaluable. De-
signed to enhance the transparency and explainability of complex
models [7, 28], XAI enables the interpretation and understanding
of Al decision-making processes, potentially revealing sources of
bias that statistical metrics alone might overlook.

Although some methods exist for understanding biases in al-
gorithmic systems [39, 62, 70], limited research has utilized XAI
methods to uncover the root causes of potential biases within pre-
dictive models. In education, for instance, XAl is commonly used
to develop tools that enhance student learning by explaining to
students why specific recommendations are made in computer-
based learning environments [23, 36, 65]. Despite the potential of
XAl to explain algorithmic bias [7], its application has largely been
confined to enhancing student learning by providing explanations
for personalized recommendations in educational contexts. Conse-
quently, there remains a lack of empirical studies applying XAI to
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explain algorithmic bias within online learning systems or educa-
tional settings, leaving a critical gap in the practical application of
these techniques.

To address this gap, our study explores whether bias exists within
student performance prediction models across sensitive attributes—
including ADHD status, race, and gender—by leveraging a com-
plementary approach. Specifically, we first assess the performance
of the model, which is built using features related to students’ use
of SRL strategies and self-reported survey data, by applying tra-
ditional fairness metrics. Recognizing that these metrics may not
reveal subtle or masked biases, we further employ XAI methods,
particularly SHapley Additive exPlanations (SHAP) values [43], to
uncover the underlying mechanisms contributing to potential bi-
ases in the model’s predictions. By combining fairness metrics with
XALI techniques, we provide a comprehensive analysis that goes
beyond traditional methods to identify and understand potential
biases in predictive models. The results of our analysis provide
actionable insights that suggest practical ways to mitigate the root
causes of potential bias within the predictive model. Specifically,
we discover that features designed to measure students’ SRL usage
may not fully capture the diverse learning strategies employed by
all students, particularly those with ADHD. This finding highlights
the need to refine feature engineering approaches to better reflect
the varied ways students engage in SRL in computer-based learning
environments. To the best of our knowledge, this is the first study to
investigate and uncover the mechanisms of potential biases within
predictive models concerning student ADHD status in educational
contexts. Our approach not only contributes to understanding how
behaviors and usage patterns associated with ADHD status may
influence model predictions but also demonstrates the utility of
XAI methods in identifying and explaining biases in a predictive
model within educational contexts.

The paper seeks to answer the following research questions:

e RQ1. Does bias associated with students’ ADHD status (as
well as race and gender) exist in a machine learning model
predicting performance grades based on student behavioral
and self-reported survey data?

e RQ2. What causes ADHD-related biases, should they ex-
ist, in a machine learning model predicting student perfor-
mance?

We anticipate the following contributions from our work:

(1) We examine whether ADHD status introduces bias to the
student performance prediction model and, if so, how it does
so.

(2) We present a methodological approach using SHAP values
to explore whether features contribute differently to model
prediction errors across sensitive attributes (i.e., race, gender,
and ADHD status).

2 Related Work

2.1 Algorithmic bias in education

Algorithmic bias refers to systematic statistical differences in predic-
tions or outcomes across groups [45]. These groups are frequently
defined along the axes of legally protected identity, such as sex,
race, ethnicity, or age [14, 32, 45]. These biases may stem from
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errors in the machine learning model itself or reflect deeper social
inequities embedded in training data [63]. If these biases are not
addressed in predictive models, it could result in unequal access
to resources [42], inaccurate performance evaluations [48], and
misinformed interventions, which can ultimately hinder students’
academic progress [40]. Therefore, recognizing the potential for
bias in algorithmic systems and rigorously assessing said biases is
essential for advancing equity in technology design. This type of
research helps ensure that these systems uphold fairness, accuracy,
and inclusivity when shaping educational outcomes. Given this ne-
cessity for evaluation, algorithmic bias has typically been measured
using statistical metrics (e.g., overall accuracy equality, statistical
parity, conditional procedure accuracy equality, and conditional use
accuracy equality) [12, 13, 25]. These measurements offer a quanti-
tative representation of the extent of biases, enabling researchers to
compare the performance of the machine learning model in differ-
ent demographics of interest. For instance, overall accuracy equality
compares the overall accuracy of the model across different groups
to ensure that no group is disproportionately mispredicted.

These fairness metrics are commonly used for classification mod-
els with categorical outcomes [45]. In the context of educational
data, where outcomes like test scores are continuous (e.g., predict-
ing student performance grades in this study), there is a need to
adapt these metrics for regression models. Therefore, researchers
have explored adapting these fairness metrics to regression set-
tings to evaluate bias in models predicting continuous outcomes
[1, 14, 41]. For example, adjusting statistical parity to consider dif-
ferences in predicted means across groups or adapting accuracy
measures to account for prediction errors in regression [14]. While
these statistical metrics offer valuable insights into the presence
of biases, they often focus on quantifying disparities without re-
vealing the underlying reasons or mechanisms driving these biases
in model predictions or decisions. Gaining such insights into how
these biases manifest in the predictive models enables researchers
and engineers to refine models to be fair and effective across di-
verse student groups, contributing to a broader understanding of
bias. Without a clear understanding of these underlying factors,
addressing the root causes of bias becomes particularly challenging.

In practice, numerous studies have found algorithmic bias in
existing predictive models with respect to sensitive attributes such
as race [18] and gender [57]. Specifically in the field of education,
research has highlighted the potential for biased outcomes in pre-
dictive models for students, ranging from Al-driven technologies
[70] to grade predictions [32] to year-end standardized test scores
[14, 41]. These biased outcomes can have significant consequences
for students, particularly those from underrepresented or marginal-
ized groups. Moreover, such consequences not only impact individ-
ual students’ educational experiences but also perpetuate systemic
inequalities within the education system. These issues highlight
the importance of mitigating biases in educational predictive mod-
els to prevent further entrenchment of these disparities [59, 60].
More recently, studies have expanded their focus beyond race and
gender, paying attention to neurodiverse groups, such as students
with ADHD [21]. Despite this progress, a significant gap remains in
understanding whether predictive models exhibit bias specifically
against students with ADHD, and if so, how these biases manifest.
Current research still largely centers on traditional demographic
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categories like race and sex, leaving neurodiversity underexplored
in the context of algorithmic bias. Given this need to address the
gap in understanding and ensure that predictive models are equi-
table for all students, our work aims to investigate whether bias
associated with students’ ADHD status exists in machine learning
models predicting performance grades based on student behavioral
and self-reported survey data. By exploring potential biases and
their underlying causes, we contribute to the development of fairer
predictive models that more accurately reflect the diverse learning
strategies of students with ADHD.

2.2 XAI for explaining algorithmic bias

Machine learning models have been employed for a variety of tasks
in educational settings [19, 55]. For example, studies have used
these models to predict student performance [56], identify learners
at risk of not completing the course, predict dropouts in massive
open online courses [68], and identify self-regulatory behaviors
[5, 71] as well as affective states during learning [33]. These predic-
tions are often used to provide adaptive content, timely scaffolds,
and feedback to support learners in computer-based learning envi-
ronments [66]. However, a key limitation of such recommendations
from the predictive models is that students often do not understand
why or on what basis they are receiving specific recommenda-
tions or interventions [35]. Additionally, from the perspectives of
researchers and engineers, the lack of transparency of machine
learning-driven recommendations limits the ability to thoroughly
examine why these recommendations may be biased toward certain
groups of students [8]. To address these transparency challenges,
researchers have increasingly turned to XAI methods. Prior studies
have explored how XAI can benefit learners [23]. The effectiveness
of explanation functionality, particularly for adaptive hints, has
been examined concerning user characteristics [22], as well as their
impact on student success prediction models [67].

Using XAI methods to examine the decisions of models is not
only beneficial to learners and teachers. It also holds promise for
a wider range of applications, including checking for algorithmic
biases, addressing privacy, and ensuring model transparency. Baker
and Hawn [8] highlight the potential of explanation methods to
make complex algorithms understandable [74], which in turn can
help in identifying not only that a model is biased, but also which
specific features might be contributing to it. Similarly, Khosravi et al.
[36] emphasize the high interpretability of a model as a desirable
feature in educational settings to mitigate any bias in the decision-
making process of the model. There have been efforts to leverage
XAI in domains outside of education to identify the factors causing
bias in model predictions. For instance, Manresa-Yee and Ramis
[44] used Local Interpretable Model-agnostic Explanations (LIME),
an XAI method, to analyze the misclassification of facial images
of emotions, providing insights into the important regions used
by a Convolutional Neural Network (CNN) for classification. By
applying LIME, Manresa-Yee and Ramis [44] were able to uncover
gender-based differences in training data sets, highlighting the
impact of gender bias on emotion recognition in facial expressions.
Similarly, Stenwig et al. [61] used SHAP values to detect the features
responsible for biased outcomes in a model predicting hospital
mortality for intensive care unit patients.
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While these studies demonstrate the value of XAI in identify-
ing bias within the predictive models in image recognition and
healthcare predictions, it becomes crucial to investigate how these
techniques can be applied in educational settings, where the stakes
and challenges are different. In education, predictive models are of-
ten built using trace data, which capture the complex and temporal
aspects of learning behaviors [17]. The unique nature of trace data
introduces additional complexities in model interpretation and the
potential for bias, as these data reflect nuanced student learning
strategies and behaviors. Given the limited empirical studies that
apply XAI methods to explain bias in the context of online learning
systems, there is a pressing need to explore how XAI can be lever-
aged to explain bias in educational contexts. In response, this study
aims to fill this gap by demonstrating an approach that leverages
XAI methods—specifically SHAP values—to identify and analyze po-
tential sources of bias in predictive models used to predict student
learning outcomes.

3 Research Context and Data

In this section, we discuss the online learning platform used for
data collection, as well as details about the sensitive attributes of
the study participants.

3.1 Self-guided online learning platform

We developed a self-guided online learning system designed for
students to study four different subtopics related to introductory
statistics. Students could study four different subtopics along with
learning activities (i.e., Reading, Quiz, Examples, and Summary) that
students were allowed to study at their own pace. Each subtopic cov-
ered different content. The first subtopic (What is Data?) included
key statistical concepts, including descriptive and inferential statis-
tics, the distinction between samples and populations, the concept
of margin of error, and the categorization of data types (i.e., cate-
gorical or quantitative). The second subtopic (Exploring Data with
Graphs) focused on interpreting various graphs, such as histograms,
and identifying their distributions. The third subtopic (Understand-
ing Data with Numerical Summaries) covered calculating central
measures like mean and mode, as well as measures of dispersion,
such as variance and standard deviation. The last subtopic (Analyz-
ing Data with Two Variables) included contents related to response
and explanatory variables, confounding variables, and associations.

Every activity was designed to serve a specific learning pur-
pose. The reading activity, typically spanning four to six pages per
subtopic, offered in-depth information on the subject matter. The
quiz included approximately 10 questions per subtopic, allowing
students to assess their understanding without time limits and as
often as they wanted. After completing a quiz, students were in-
formed whether their answers were correct or incorrect; however,
the correct answers for any incorrect responses were not disclosed.
Thus, students had to independently seek out the correct infor-
mation by identifying knowledge gaps and taking proactive steps
to acquire the correct answers. The examples presented students
with sample questions, offering step-by-step guidance along with
the correct answers to approach and solve the problems. The sum-
maries provided a concise overview of each subtopic’s key concepts,
allowing students to quickly revisit and review the material for each
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subtopic. Prior to participating in the study, students completed
a consent form approved by the Institutional Review Board (IRB
protocol #21019). The study began with a demographic survey,
which included questions about sensitive attributes, individual dif-
ferences, and other sensitive attributes, including race (i.e., “What is
your race/ethnicity? Please enter NA if you prefer not to answer"),
gender (i.e., “What is your gender? Please enter NA if you prefer
not to answer"), and ADHD diagnosis (i.e., “Have you ever been
diagnosed with attention deficit disorder or attention deficit hyper-
activity disorder (ADD or ADHD)? Please enter NA if you prefer
not to answer"). Participants provided responses in open-ended
text boxes and had the option not to answer any questions related
to sensitive attributes if they preferred.

Additionally, we asked students to take the self-reported Online
Self-Regulated Learning Questionnaire (OSLQ) survey, which was
developed to measure students’ self-perceived assessment of SRL
skills in computer-based learning environments [9-11]. OSLQ is a
24-item scale comprising six subscales: environment structuring,
goal setting, time management, help-seeking, task strategies, and
self-evaluation, designed to measure students’ SRL behaviors in on-
line learning settings. Each subscale is intended to assess different
aspects of students’ use of SRL skills. After completing the OSLQ
survey, students took a pretest (i.e., a test before learning begins)
designed to measure their prior knowledge of the learning mate-
rials students would encounter in the upcoming learning session.
Following the pretest, students engaged in a 60-minute, self-paced
learning session. Students had the flexibility to navigate the learn-
ing activities in any order, regardless of the subtopic. While not
required to complete all subtopics during the session, the learning
system allowed students to revisit and repeat any activity as often
as they wished. After the 60 minutes of self-paced learning, students
took a posttest (i.e., a test after learning, identical in structure to the
pretest but with different question variants), which assessed their
understanding of the four subtopics covered during the learning
session.

3.2 Data Collection and Participants

We collected behavioral data and survey responses from 277 col-
lege students, recruited through two different sampling methods.
The first group consisted of 112 students from a public research
university in the Midwest region of the United States. For the sec-
ond group, we recruited 165 students from various U.S. colleges
and universities using Prolific, an online crowdsourcing platform
designed to help researchers recruit a diverse sample of partici-
pants [50]. We limited the participant eligibility to undergraduate
students attending either 2-year or 4-year community colleges or
universities. Upon completing the study, students in the first group
received study participation credit for their enrolled courses, while
Prolific participants were each compensated $15 USD. We catego-
rized students’ open-ended responses regarding sensitive attributes
into groups based on their answers. For race/ethnicity, 50.2% of par-
ticipants identified as White, 19.1% as Asian, 13.4% as Black, 10.8%
as Latinx/Hispanic, 2.5% as Mixed, and 4.0% as Others. For gender,
57.8% of participants identified as female, 36.1% as male, and 6.1%
as additional genders (grouped for anonymity). Regarding ADHD
status, 78.7% of students reported that they do not have ADHD,
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17.3% reported being diagnosed with ADHD, and 4.0% preferred
not to answer.

4 Method

4.1 Student performance prediction

We used log data from 277 students interacting with a self-guided
online learning system, capturing their real-time activities. These
log data contained activities (i.e., reading, quiz, examples, and sum-
mary), activity durations, and quiz results recorded during the
students’ interactions with every stage of the software. To train
a model predicting students’ posttest grades, we extracted 12 fea-
tures, including OSLQ responses, behavioral SRL measurements,
quiz grades for each subtopic, and pretest grades. We had six OSLQ-
related features, where each feature represented the average re-
sponse for the corresponding subscale: goal setting, environment
structuring, task strategy, time management, help-seeking, and
self-evaluation. Each Likert-type question response ranged from
1 to 5, representing “strongly disagree” (1) to “strongly agree” (5).
Thus, a high value on the OSLQ feature implies that students rated
themselves as having a higher level of corresponding SRL skills.

We applied Coherence Analysis (CA), a theory-driven learning
analytics approach, to engineer behavioral SRL features [58]. CA is
an approach to measure students’ use of SRL strategies in online
learning environments, specifically metacognitive strategy, one
of the common facets of SRL skills. CA measures how “coherent”
students’ engagement in learning activities is using the order and
timing of learning activities. Coherent actions represent the active
use of metacognitive strategy since students’ modulation of their
current action (e.g., reviewing the reading material) involves them
evaluating information gained from the previous action (e.g., rec-
ognizing incorrect answers to quiz questions) [72, 73]. Using CA,
we measured two types of behaviors: CA reading and CA quiz. CA
reading occurs after a quiz, where students review material related
to missed questions within a 5-minute window, demonstrating a
reactive approach to addressing knowledge gaps. We measured this
by summing the time spent on these reviews. CA quiz happens
before a quiz, where students strategically engage with reading
materials, examples, and summaries to prepare within a 5-minute
window. This behavior reflects a strategic approach to acquiring
and assessing knowledge. We measured it by calculating the total
time students spent on reading activities. Pretest grades were de-
termined by evaluating student performance on an initial pretest
at the start of the study. Average quiz grades were calculated by ag-
gregating the scores from quizzes on each subtopic. We used 5-fold
cross-validation to fit a random forest regression model predicting
students’ posttest grades. The random forest model achieved R? of
.481 which was calculated per testing fold and then averaged, and
all features were included in training.

4.2 Fairness metrics

To measure algorithmic bias, we adapted the work by Belitz et al.
[14], who modified four commonly used classification metrics (i.e.,
overall accuracy equality, statistical parity, conditional procedure
accuracy equality, and conditional use accuracy equality) for re-
gression tasks, as opposed to the more common classification bias
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metrics because our study involves continuous predictions. We
provide definitions of four metrics below:

e Overall Accuracy Equality (OAE): We quantified OAE
using the root mean squared error (RMSE) to compare the
actual values with the predicted values for the groups with
specific sensitive attributes. A higher OAE value indicates
a larger prediction error for the interest group(s) compared
to the control group. OAE makes no distinction between
negative and positive errors. That is to say, over and under
predictions are weighed equally.

e Statistical Parity (SP): We quantified SP using the mean
of predicted values for each group. This metric examines
whether groups have similar predicted outcomes, on average.
SP aims to ensure the predicted mean values are consistent
across each group of interest. SP helps demonstrate whether
the model predicts systematically higher or lower values for
different groups.

¢ Conditional Procedure Accuracy Equality (CPA): We
quantified CPA in the same way as OAE, with additional
conditions. CPA is conditioned on the “true” values, sepa-
rated by values where the real-world outcome is above or
below a specific threshold. These errors are then compared
across groups, as with OAE. CPA aims to examine a machine
learning model’s predictive accuracy for scores above and
below the threshold. Choosing a specific value is required
for the threshold, in order to condition on the continuous
outcome.

¢ Conditional Use Accuracy Equality (CUA): We quantified
CUA in the same way as CPA, but conditioned on predicted
values. CUA conditions on the model-predicted outcomes,
rather than the real-world (i.e., ground truth) values. Thresh-
olding is done in the same way as CPA, by choosing a specific
value.

We set the threshold value for assessing CPA and CUA at the
median posttest grade of 66.7%. This approach allowed us to exam-
ine whether there was any bias based on whether students perform
worse (lower performers) or better (higher performers) than the
median. We excluded the students who preferred not to answer
questions about sensitive attributes from the analysis since we
could not categorize those students into groups related to sensi-
tive attributes. In total, 10 students did not respond to the ADHD
question, 3 to the race question, and 7 to the gender question. We
ran additional regression analyses to examine whether we observe
statistical significance with the fairness metrics. We fit linear re-
gression models using students’ sensitive attributes, such as gender,
race, and ADHD status, as predictors and used fairness metrics
as response variables. However, we calculated fairness at the in-
dividual student level instead of the group-level measurements
discussed in the previous subsection to run the regression models,
since the regressions use student-level data. For OAE, we computed
the model prediction error by calculating the difference between
each student’s actual posttest grades and the model’s predicted
posttest grades.
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4.3 Correlating SHAP values with model errors

We used SHAP [43] as a post-hoc XAI method to gain fine-grained
insights into how biases manifest within the model’s performance
with respect to sensitive variables. SHAP is based on Shapley val-
ues, which provide a way to determine the contribution of each
feature to a prediction made by a model. SHAP values quantify how
each feature propels the model’s prediction away from the average
prediction—positively or negatively—and highlight the feature’s
relative significance within the model We used SHAP values to
investigate the causes that lead to algorithmic bias by correlating
SHAP values with model prediction errors. Each feature received
an individual SHAP value for each student-level prediction. This
correlational analysis could help to examine the underlying causes
of bias within the model, thereby extending the application of SHAP
values from merely assessing feature importance to the examination
of algorithmic fairness. By analyzing the correlation between each
feature’s SHAP values and the model prediction errors—calculated
as the discrepancy between the model’s predicted values and the
actual values—we can identify which features disproportionately
influence the model prediction accuracy across different sensitive
attributes.

We correlated SHAP values and the prediction errors in two
ways: the first approach used the absolute values of both SHAP
values and prediction errors, while the second approach did not ac-
count for absolute values. Analyzing absolute SHAP values allows
us to measure the strength of each feature’s importance regardless
of its positive or negative effect on the model prediction accuracy.
Conversely, analyzing the non-absolute SHAP value will allow us
to gain a more fine-grained understanding of how SHAP values
(either positive or negative) relate to machine learning model un-
derpredicting (i.e., predicting lower than student’s true posttest
grade) or overpredicting. To examine how the causes of the model
error differed for students with ADHD, we conducted the analysis
for all students, students with ADHD, and students without ADHD.
We calculated SHAP values for the features we used for training
the random forest models. Before correlating SHAP values with the
model errors, we examined the distributions by plotting box plots
for each feature SHAP values and prediction errors to determine
whether we need to use Pearson r or Spearman rho to calculate
correlations. We used the Spearman rho for features that were not
normally distributed and Pearson r for those that were.

5 Results

5.1 Bias associated with ADHD status in student
performance prediction

When comparing students’ actual posttest grades with those pre-
dicted by the machine learning model across sensitive attributes,
we found no significant differences, indicating limited evidence
of bias in the overall means. For example, regarding ADHD sta-
tus, students with ADHD had an average actual posttest score of
68.6% (SD = 23.4%), while students without ADHD scored simi-
larly at 68.2% (SD = 22.3%). The model predicted an average score
of 66.8% (SD = 15.7%) for students with ADHD and 68.0% (SD =
16.4%) for students without ADHD. Although the model may have
slightly under-predicted grades for students with ADHD, we did
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not observe a statistically significant difference between the actual
and predicted grades, suggesting the model performs similarly on
average for both students with and without ADHD—although, as
explored in RQ2 below, the average may obscure important variabil-
ity at a more fine-grained level. We further examined the potential
presence of bias within the model across sensitive attributes using
four types of fairness metrics: OAE, SP, CPA, and CUA, as detailed
in Tables 1 (see Section 4.2 for interpretation of these metrics and
the choice of 66.7%). While we did not observe consistently better
or worse prediction accuracy across sensitive attributes, consistent
variations in model performance suggest the possibility of sub-
tle, systematic bias within the predictive model. Likewise, fairness
metrics alone cannot confirm significant bias between students
with and without ADHD, these metrics do provide insight into the
model’s behavior across sensitive attributes. As shown in Table
1, variations in OAE, SP, CPA, and CUA between ADHD groups
indicate potential performance disparities that merit further inves-
tigation. Furthermore, the absence of substantial bias in the overall
model does not imply that all features contribute equally to pre-
diction errors. This observation necessitates a deeper analysis to
identify which specific features might be influencing the model’s
performance across different groups, a question we address in RQ2.

5.2 RQ2. Causes of ADHD-related bias in
student performance prediction

In this paper, when we refer to causality [49], we specifically ad-
dress the causal relationships within the machine learning model
used for this study, rather than making generalizable causal claims
applicable outside of this model. We observed notable differences
in the correlations between absolute SHAP values and model pre-
diction performance errors across the entire sample of students, as
well as within subgroups of students with and without ADHD, as
illustrated in Figure 1. For the entire group of students, analyzing
feature-specific correlations between absolute SHAP values and
model predictions provides insight into how the importance of each
feature influences the model’s overall prediction accuracy. Across
all students, features such as goal setting (r = .237, p < .001), task
strategy (r = 135, p = .025), help-seeking (r = .212, p < .001), and CA
reading (r = .219, p < .001) were significantly positively correlated
with model prediction error (Figure 1). These positive correlations
suggest that these features had a greater impact on model predic-
tions (i.e., higher absolute SHAP values) and were associated with
larger errors in model performance (i.e., higher absolute prediction
€rrors).

We further examined these correlations based on student ADHD
status to explore how bias manifests by identifying whether differ-
ent features contribute more to model prediction errors for students
with and without ADHD. Interestingly, when comparing correla-
tion values between these groups, we observed notable differences
in both the direction and magnitude of correlations of some of the
features. For example, the CA reading feature showed weak yet
statistically significant correlations for both students with ADHD
(r = .354, p = .013) and those without ADHD (r = .175, p = .014),
but with different magnitudes. This differing magnitude suggests
that the CA reading feature had a stronger association with model
errors for students with ADHD than for those without. For one
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Table 1: Summary of fairness metrics across student race/ethnicity, gender, and ADHD status, including Overall Absolute
Error (OAE), Statistical Parity (SP), and Conditional Performance Accuracy (CPA) and Conditional Underestimation Accuracy
(CUA) for performance groups above and below the 66.7% threshold. These metrics provide insight into the model’s fairness in
predicting posttest grades across race/ethnicity, gender, and ADHD status.

Group OAE SP CPA (> 66.7%) CPA (<66.7%) CUA (>66.7%) CUA (< 66.7%)
Race/Ethnicity

White 12.899  68.725 11.721 13.993 10.890 14.808
Black 13.078  55.971 9.894 14.076 11.317 13.673
Hispanic 10.292  67.183 11.274 9.677 11.021 9.506
Asian 12.181  73.417 9.265 16.757 8.569 17.150
Gender

Female 13.244  67.638 11.370 14.772 10.621 15.479
Male 11.661  66.780 11.185 12.100 10.451 12.937
ADHD Status

Students with ADHD 14.187  66.828 12.306 15.846 9.790 16.630
Students without ADHD  11.773  68.026 10.477 12.900 10.284 13.238

of the quiz grade features (i.e., Exploring Data with Graphs), we
found a significant positive correlation for students with ADHD (r
=.286, p = .049), whereas no significant correlation was observed
for students without ADHD (r = -.027, p = .693). This disparity
indicates that the importance of the graph interpretation quiz grade
was associated with increased model error for students with ADHD,
while it had minimal or no association for students without ADHD.

From RQ1, we did not observe a significant presence of bias in
the predictive model across sensitive attributes, though smaller bi-
ases in different directions may have offset each other in the overall
mean. To further examine potential underlying biases, we analyzed
correlations between non-absolute SHAP values and the model pre-
diction errors. Negative correlations between non-absolute SHAP
values and model errors were found across most features, with
the exception of the pretest grade feature. A negative correlation
suggests that when features contribute positively (i.e., have positive
SHAP values), the model tends to underestimate the true grades
(leading to negative errors). Conversely, when features contribute
negatively (i.e., have negative SHAP values), the model tends to
overestimate the true grades (leading to positive errors). Notably,
the magnitudes of these correlations varied for features with nega-
tive correlations. We observed that CA reading had the most nega-
tive correlation value among all other features (r = -.557, p < .001)
followed by the task strategy OSLQ feature (r = -.449, p = .001). Simi-
larly, CA quiz (r = -.433, p = .002) and OSLQ environment structuring
(r = -.429, p = .002) had significant negative correlations. Given
that the distributions of SHAP values for CA and OSLQ-related
features are highly left-skewed (i.e., most SHAP values are positive)
for students with ADHD, we can infer that these features may lead
to possible underprediction in the model in some cases.

6 Discussion

We answered two research questions using data collected from 277
college students engaged in a computer-based learning environ-
ment for introductory statistics. At a high level, we found:

e RQ1. While fairness metrics did not reveal significant bias
within our predictive model across sensitive attributes, we
observed potential subtle bias indicated by variations in
model performance for students with ADHD.

e RQ2. Features we engineered to measure students’ use of
SRL skills (i.e., CA reading and CA quiz) and self-reported
SRL were the features that tended to increase the prediction
error in the machine learning model. Further, we observed
that these features (when having positive SHAP values) con-
tributed underpredictions of the posttest grade for students
with ADHD diagnosis.

6.1 RQ1. Bias associated with ADHD status in
student performance prediction

We observed limited evidence of bias in the posttest grade predic-
tion model based on traditional fairness metrics. However, potential
variations in model performance across ADHD status suggest the
presence of subtle biases that may not be captured by these metrics.
This observation implies that ADHD status, as a sensitive attribute,
warrants careful consideration in model development and valida-
tion processes to ensure fairness and accuracy in predictive models
used in numerous learning settings. Given that predictive models
are widely used to make or inform decisions from student placement
to intervention strategies [4, 27], predictive models underestimat-
ing the performance of students with ADHD could lead to these
students not receiving effective interventions or support they might
otherwise benefit from based on their actual performance. For in-
stance, if students with ADHD are consistently underpredicted
by these models, they may be inappropriately placed in remedial
courses or given extra interventions they do not need. Such mis-
placements could lead to boredom and disengagement, potentially
resulting in disruptive behaviors and, ultimately, poorer educational
outcomes. Therefore, it is crucial for researchers to recognize the po-
tential for subtle biases affecting students with ADHD. We further
highlight the critical need for future research to specifically address
and evaluate algorithmic fairness in the context of ADHD status.
This involves developing and applying rigorous methodologies to
assess whether the machine learning models exhibit biases that
differentially affect students with ADHD. XAI approaches can also
provide insights into underlying causes, enabling the development
of fairer models that better support diverse student needs.
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Figure 1: Heat map of correlations between absolute SHAP and prediction errors in the ML model.

6.2 RQ2. Causes of ADHD-related bias in
student performance prediction

Our analysis revealed discrepancies in the correlations between
absolute SHAP values and model prediction errors for all students
and subgroups based on ADHD diagnosis. Specifically, CA reading—
a feature engineered to measure students’ use of SRL skills—had
the highest correlation relates to the absolute value of the corre-
lation between SHAP values and model prediction error; specifi-
cally, CA reading showed the highest correlation for the ADHD
group compared to the all-students and non-ADHD groups. The
observed higher mean CA reading and CA quiz values for students
without ADHD (CA reading: 2.79 minutes, CA quiz: 9.69 minutes)
compared to students with ADHD (CA reading: 1.62 minutes, CA
quiz: 7.05 minutes) may reflect distinct patterns in how students
with ADHD engage in learning activities. These differences could
be influenced by challenges such as sustained attention or plan-
ning. While CA measures are designed to capture typical coherent
learning behaviors, students with ADHD may employ alternative
strategies or exhibit more variability in their engagement, leading
to lower CA values overall. In sum, these findings suggest that an
approach to measuring CA reading, which is assessing students’
use of SRL skills, might be ineffective for students with ADHD
especially, which might cause an increase in the prediction error in
the predictive model.

Similarly, with the exception of goal-setting feature, other OSLQ-
related features demonstrated higher correlations with prediction
error for students diagnosed with ADHD compared to those with-
out. This result further indicates that the OSLQ survey questions
may be less effective at capturing SRL usage in students with ADHD,
especially when these features are used to predict students’ posttest
grades. In sum, these observations highlight a potential mismatch
between the SRL behaviors of students with ADHD and the way SRL

is currently measured through behavioral data and self-reported
surveys.

When we examined the correlations between non-absolute SHAP
values and the model prediction errors, we further substantiated
that CA features (i.e., CA reading and CA quiz) and OSLQ-related
features were more strongly associated with the model underpre-
dicting (when SHAP values are positive) and overpredicting (when
SHAP values are negative). This pattern further helps us understand
the potential causes of the varying performance of the predictive
model across students with and without ADHD, as identified in
RQ1. These findings from RQ2 suggest that adjusting or optimiz-
ing how CA and OSLQ-related features are measured could be a
way to mitigate bias in the posttest grade prediction model. Specif-
ically, there is a need to refine feature engineering processes to
better capture the unique SRL strategies employed by students with
ADHD. Students with ADHD may adopt different SRL strategies
compared to students without ADHD in computer-based learning
environments. This raises important questions for future research.
For instance, how do the SRL behaviors of students with ADHD
differ from their peers, and how can we develop measurement
instruments that more accurately reflect these differences? Inves-
tigating these questions could lead to the development of more
effective tools for assessing SRL in students with ADHD, ultimately
improving the accuracy and fairness of predictive models in edu-
cational settings. Moreover, our XAI approach, which focuses on
identifying and addressing biases in predictive models for students
with ADHD, provides a foundation that could be extended to other
groups and educational contexts. For example, applying similar ap-
proaches to students from diverse backgrounds could reveal unique
challenges and guide the development of fairer, more inclusive
predictive models.



XAl Reveals the Causes of ADHD Bias in Student Performance Prediction

7 Limitations

Although we observed differences in correlations for specific fea-
tures, a fundamental limitation of our study is the sample size of
students with ADHD. Since ADHD affects only a fraction of the
student population, obtaining a large enough sample to include
a significant number of students with ADHD can be challenging.
Furthermore, although we observed differences in correlations for
specific features, our analysis lacks qualitative data, such as inter-
views, which are crucial for gaining a comprehensive understanding
of how students with ADHD perceive the topic difficulties and CA
measures (i.e., CA reading and CA quiz) which we engineered to
assess the use of SRL skills and strategies. Such qualitative insights
would provide a more nuanced understanding of how and why
specific features were more associated with increasing model per-
formance for students with ADHD compared to those without.
Future work should thus consider expanding sample sizes (per-
haps to thousands of students) and including more qualitative data
collection to deeply understand the experiences of students with
ADHD as they use machine learning-driven educational software.
Moreover, our SHAP-based approach to understanding causality
uncovers how features influence model predictions, which is causal
with respect to the model. However, given the existence of many
possible models, exploring this further could be an avenue for future
research.

8 Conclusion

Using XAl to explain the underlying causes of algorithmic bias is
crucial for mitigating such biases, as it can offer actionable insights
that could facilitate more effective ML model refinements, such as
re-engineering features. This is particularly critical in educational
contexts, where comprehending the mechanisms of algorithmic
unfairness related to sensitive attributes, such as ADHD, is essential
to ensuring equitable outcomes for all students. Our contribution
of correlating SHAP values with the machine learning prediction
models allows for pinpointing the features that lead to increasing
errors in the prediction model and also model under/overpredicting.
Future research could explore additional XAl methods, such as coun-
terfactual explanations [3, 46], to compare how various techniques
provide unique insights into explaining the causes of algorithmic
bias. Furthermore, we highlight expanding future research to in-
vestigate algorithmic biases across a broader range of sensitive
attributes. Exploring whether ensuring the fairness of machine
learning models across diverse groups of students can enhance
learning outcomes and experiences could be another avenue for
future research.
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